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Abstract

Regularization can help reduce the gap between training and test error by systematically limiting model complexity. Popular regularization techniques such as $\ell_2$ weight regularization act directly on the network parameters but do not explicitly take into account how the interplay between the parameters and the network architecture may affect the induced predictive functions. To address this shortcoming, we propose a simple technique for effective function-space regularization. Drawing on the result that fully-trained wide multi-layer perceptrons are equivalent to kernel regression under the Neural Tangent Kernel (NTK), we propose to approximate the norm of neural network functions by the reproducing kernel Hilbert space norm under the NTK and use it as a function-space regularizer. We prove that neural networks trained using this regularizer are arbitrarily close to kernel ridge regression solutions under the NTK. Furthermore, we provide a generalization error bound under the proposed regularizer and empirically demonstrate improved generalization and state-of-the-art performance on downstream tasks where effective regularization on the induced space of functions is essential.

1. Introduction

Over-parameterized deep neural networks have been shown to succeed at solving a wide array of complex tasks when a large amount of data is available. However, in areas where data is scarce or data labeling is expensive, neural networks may over-fit easily and require particularly effective regularization techniques to systematically control model complexity and improve generalization (Vapnik, 1998).

The empirical phenomenon of double decent (Belkin et al., 2018) has demonstrated that notions of regularization and generalization developed for smaller models may not transfer to highly expressive, over-parameterized neural networks. Furthermore, recent work has shown that parameter regularization is unable to effectively control model complexity (Triki et al., 2018), that neural network parameter regularization is a poor proxy for regularization on the predictive functions (Benjamin et al., 2018; Rudner et al., 2022a,b), and that minimizing the parameter norm is not necessary to obtain good generalization (Zhang et al., 2021; Kawaguchi et al., 2017). These observations raise the question of why parameter-space regularization techniques fall short and to what extent over-parameterized neural networks
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may benefit from alternative regularization techniques that do not explicitly regularize the network parameters but rather regularize an alternative quantity more closely related to neural network complexity.

In this paper, we propose to directly regularize the norm of function mappings induced by the neural network architecture to more effectively control the complexity of the learned function and improve generalization in over-parameterized models. A natural candidate for such a function norm would be the reproducing kernel Hilbert space (RKHS) norm, but there is no direct evidence that the function space defined by a neural network is identical to an RKHS $\mathcal{H}_K$. To address this disconnect, we draw on a result by Arora et al. (2019) that a fully-trained wide multi-layer perceptron is equivalent to a kernel regression predictor under the Neural Tangent Kernel (NTK). Building on this result, we prove that functions $f$ encoded by a neural network can be approximated by functions $\tilde{f}$ in an RKHS $\mathcal{H}_K$ associated with the network’s NTK with arbitrary precision. Since the RKHS norm, $||\tilde{f}||_{\mathcal{H}_K}$, of $\tilde{f}$ is a principled measure of the function complexity, in Section 2 we propose to compute the norm of functions $f$ in the same way and use the function norm as a function-space regularizer. We further prove in Theorem 1 that trained neural network predictive functions under this regularizer are arbitrarily close to kernel ridge regression solutions under NTK and we also provide a generalization error bound in Theorem 2.

Several prior works have proposed to regularize neural networks directly in the space of functions. Benjamin et al. (2018) proposed to use the $L_2$ norm and Bietti et al. (2019) proposed to use the Jacobian norm as a lower bound on the RKHS norm. However, both methods fall short, as the $L_2$ space does not contain essential topological information, and regularizing the lower bound on the RKHS norm has no direct relation to controlling the function complexity.

To evaluate whether the proposed function-space regularization technique leads to improved generalization, we follow prior work (Bietti et al., 2019) and train neural networks on MNIST and CIFAR-10—in each case with only a small number of training samples—and show that the function-space regularizer improves predictive performance, compared to alternative methods. We further show that the proposed approach can be scaled to highly-overparameterized neural networks that are prone to over-fitting (Tolstikhin et al., 2021; Yu et al., 2022). The proposed function-space regularizer can effectively alleviate over-fitting to achieve improved generalization. Lastly, we evaluate the proposed regularization technique on practically-relevant protein homology detection and continual learning tasks where effective regularization is essential. We show that our regularization method leads to state-of-the-art predictive accuracy in continual learning, outperforming related parameter-and function-space regularization techniques (Kirkpatrick et al., 2017; Nguyen et al., 2018; Titsias et al., 2019; Pan et al., 2020).

Contributions. We propose a regularization technique for neural network training that penalizes complexity in the predictive functions by jointly minimizing the loss and the norm on the functions in the RKHS associated with a network’s NTK. We provide a theoretical justification for this approach and derive a corresponding generalization error bound. We empirically verify that the proposed regularization technique results in improved generalization and demonstrate that it results in state-of-the-art performance on downstream prediction tasks where effective regularization is particularly important.
2. Preliminaries

In the following sections, we denote the training set as \( \mathcal{D} = \{(x^{(n)}, y^{(n)})\}_{n=1}^N = (\mathbf{X}, \mathbf{y}) \) with inputs \( x^{(n)} \in \mathcal{X} \subseteq \mathbb{R}^d \) and targets \( y^{(n)} \in \mathcal{Y} \subseteq \mathbb{R}^Q \). Note that \( \mathbf{x} \in \mathcal{X} \) is also used for function inputs for convenience. We consider the function \( f_\theta(\cdot) \) encoded by a neural network with parameters \( \theta \in \mathbb{R}^P \) and denote the Jacobian of \( f_\theta(\cdot) \) with respect to \( \theta \) by \( J_\theta(\cdot) \). \( \zeta \) denotes a complexity-penalty coefficient.

2.1. Kernel Ridge Regression

Consider a kernel function \( K : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \) which is symmetric and positive definite. According to Moore–Aronszajn theorem (Aronszajn, 1950), for any such kernel \( K \) on \( \mathcal{X} \) we have a unique reproducing kernel Hilbert space (RKHS) \( \mathcal{H}_K \), which is the completion of the pre-Hilbert space consisting of all linear span of feature maps \( \{K_x(\cdot) : \mathbf{x} \in \mathcal{X}\} \), where \( K_x(\cdot) = K(\cdot, \mathbf{x}) \). Classical kernel ridge regression considers the objective function

\[
\mathcal{L}(f) = \frac{1}{N} \sum_{n=1}^N \ell(f(x^{(n)})) + \zeta \|f\|_{\mathcal{H}_K}^2,
\]

with solution \( f^* = \arg\min_{f \in \mathcal{H}_K} \mathcal{L}(f) \). The Representer Theorem (Schölkopf et al., 2001) implies that the solution \( f^* \) must be a finite linear combination of feature maps \( K_x^{(1)}, \ldots, K_x^{(N)} \) evaluated on the training set, that is, for an arbitrary evaluation point \( \mathbf{x} \),

\[
f^*(\mathbf{x}) = \sum_{n=1}^N \alpha_n K(\mathbf{x}, x^{(n)}) \quad \forall \mathbf{x} \in \mathcal{X}.
\]

This solution reduces the hypothesis function space to the finite linear span of feature maps evaluated on the training set. Hence the function norm can be calculated as follows:

\[
\|f\|_{\mathcal{H}_K}^2 = \sum_{1 \leq i, j \leq N} \alpha_i \alpha_j K(x^{(i)}, x^{(j)}) = \mathbf{\alpha}^\top \mathbf{K}(\mathbf{X}, \mathbf{X}) \mathbf{\alpha},
\]

where \( \mathbf{\alpha} = [\alpha_1, \ldots, \alpha_N] \) represents the coordinate of \( f \) in \( \mathcal{H}_K \) with respect to the basis \( \Phi = [K_x^{(1)}, \ldots, K_x^{(N)}] \). \( \mathbf{K}(\mathbf{X}, \mathbf{X}) = [K(x^{(i)}, x^{(j)})]_{1 \leq i, j \leq N} \) is the kernel matrix evaluated on the training set, so it is symmetric and positive definite (and hence, invertible). According to Equation (2) that \( f(\mathbf{X}) = [f(x^{(1)}), \ldots, f(x^N)] \) and \( f(\mathbf{X}) = \mathbf{K}(\mathbf{X}, \mathbf{X}) \mathbf{\alpha} \), we can then compute the RKHS norm as follows:

\[
\|f\|_{\mathcal{H}_K}^2 = \mathbf{\alpha}^\top \mathbf{K}(\mathbf{X}, \mathbf{X}) \mathbf{\alpha}
= f(\mathbf{X})^\top \mathbf{K}(\mathbf{X}, \mathbf{X})^{-1} \mathbf{K}(\mathbf{X}, \mathbf{X}) \mathbf{K}(\mathbf{X}, \mathbf{X})^{-1} f(\mathbf{X})
= f(\mathbf{X})^\top \mathbf{K}(\mathbf{X}, \mathbf{X})^{-1} f(\mathbf{X}).
\]

Eqn. (4) shows that the RKHS norm is completely determined by function values and the inverse of the kernel matrix. In Section 3, we will show how to exploit this structure to construct a simple function-space regularizer for neural network training.
2.2. Kernel Methods and Deep Learning

We recursively define an \( L \)-layer fully-connected neural network by

\[
\begin{align*}
    f^{(h)}(x) &= W^{(h)}g^{(h-1)}(x) 
    \in \mathbb{R}^{d_h}, \\
    g^{(h)}(x) &= \sqrt{\frac{c_\sigma}{d_h}}\sigma(f^{(h)}(x)), \quad \forall h = 1, 2, \ldots, L,
\end{align*}
\]

where we denote \( g^{(0)}(x) = x \), \( W^{(h)} \in \mathbb{R}^{d_h \times d_{h-1}} \) is the weight matrix in the \( h \)-th layer, \( \sigma \) is an activation function, and \( c_\sigma^{-1} = \mathbb{E}_{z \sim \mathcal{N}(0, 1)}[\sigma(z)^2] \) is a scaling factor. The resulting predictive function is then given by

\[
f_\theta(x) = f^{(L+1)}(x) = W^{(L+1)}g^{(L)}(x),
\]

where \( \theta = \text{vec}(W^{(1)}, \ldots, W^{(L+1)}) \) represents a vectorization of all parameters in the network.

Jacot et al. (2018) define the (empirical) Neural Tangent Kernel (NTK) as

\[
\Theta(x, x') = \langle J_\theta(x), J_\theta(x') \rangle
\]

and showed that, when the number of hidden units in the layers of a neural network goes to infinity, the empirical NTK \( \Theta \) converges to a deterministic limiting kernel \( \Theta_{ntk} \), which we will refer to as the analytic NTK to distinguish it from the empirical NTK \( \Theta \).

Complementing this result, Arora et al. (2019) showed that for \( \ell_2 \) loss functions, the predictions of a fully-trained, finite-width fully-connected ReLU neural network, \( f^*_{nn} \), can be made to be arbitrarily close to the predictions under the analytic NTK \( \Theta_{ntk} \) kernel regression solution \( f^*_{ntk} \):

\[
\textbf{Theorem (Adapted from Arora et al. (2019))} \quad \text{Let } f \text{ be an } m \text{-layer fully-connected neural network mapping with ReLU activation functions, } f^*_{nn} \text{ and } f^*_{ntk} \text{ as defined above, } \frac{1}{\kappa} = \text{poly}(1/\varepsilon, \log(N/\delta)), \quad d_1 = d_2 = \ldots = d_L = m \text{ with } m \geq \text{poly}(1/\kappa, L, 1/\lambda_0, n \log(1/\delta)). \quad \text{Then for any } x \text{ with } \|x\| = 1, \text{ with probability at least } 1 - \delta \text{ over the random initialization,}
\]

\[
|f^*_{nn}(x) - f^*_{ntk}(x)| \leq \varepsilon.
\]

3. Approximate Function-Space Regularization for Neural Networks

In this section, we extend the Theorem in Arora et al. (2019) to kernel ridge regression and use this simple extension to motivate a function-space regularization method for neural network training.

Since the explicit function-space regularizer in Equation (1) cannot be computed tractably for arbitrary neural network architectures, we consider a variation of the setting of the theorem above to motivate a function-space regularizer for arbitrary neural network architectures. In particular, we propose the following approximation as a general function-space regularizer for neural network optimization:

\[
\mathcal{R}(f) = \|f\|^2_{H_K} \approx f_\theta(X)^\top \Theta_{ntk}(X, X)^{-1}f_\theta(X) = \tilde{\mathcal{R}}(f_\theta).
\]

To justify this approximate regularizer, we return to the regularized kernel ridge regression problem in Equation (1). We denote as \( f^*_{\infty} \) the solution of the regularized kernel ridge
regression problem under the analytic NTK derived from an infinitely-wide neural network, \( \Theta_{ntk} \). For an \( \ell_2 \) squared loss function, the solution \( f^*_{\infty} \) can be expressed by
\[
f^*_{\infty}(\cdot) = \Theta_{ntk}(\cdot, X)(\Theta_{ntk}(X, X) + \zeta N I)^{-1} y.
\]

If \( \hat{R}(f_\theta) \) is a good approximation to \( R(f) \), then the minimizer of the regularized objective
\[
\mathcal{L}^R(f_\theta) = \frac{1}{N} \sum_{n=1}^{N} \ell(f_\theta(x^{(n)})) + \zeta f_\theta(X)\top\Theta_{ntk}(X, X)^{-1} f_\theta(X),
\]
denoted by \( f^*_{\infty} = \arg\min_{f_\theta} \mathcal{L}^R(f_\theta) \), should be close to \( f^*_{\infty} \). The following theorem shows that \( f^*_{\infty}(x) \) and \( f^*_{\infty}(x) \) can indeed be made arbitrarily close to one another:

**Theorem 1** Let \( f \) be an \( m \)-layer fully-connected neural network mapping with ReLU activation functions, \( f^*_{\infty} \) and \( f^*_{\infty} \) as defined above, \( 1/\kappa = \text{poly}(1/\varepsilon, \log(N/\delta)) \), \( d_i = m \) for \( i = 1, ..., L \) with \( m \geq \text{poly}(1/\kappa, L, 1/(\lambda_0 + \zeta N)) \). Then for any \( x \) with \( \|x\| = 1 \), with probability at least \( 1 - \delta \) over random initialization,
\[
|f^*_{\infty}(x) - f^*_{\infty}(x)| \leq \varepsilon.
\]

**Proof** See Appendix 2.

Furthermore, based on Theorem 1 and generalization theory for kernel ridge regression, we can obtain the following generalization error bound for the solution \( f^*_{\infty} \):

**Theorem 2** Let \( f^*_{\infty} \) be as defined above. Let \( R(f^*_{\infty}) = \mathbb{E}[(f^*_{\infty}(x) - y(x))^2] \) be the generalization error and \( \hat{R}(f^*_{\infty}) \) the corresponding empirical error. Assume for all \( \|x\| \leq 1 \), \( |f^*_{\infty}(x)| \leq C_0 \kappa \) and \( \|\partial_\theta f^*_{\infty}(x)\| \leq C_1 \) and \( |y| \leq c \). Then for any \( \delta > 0 \), with probability at least \( 1 - \delta \), we have the following bound:
\[
R(f^*_{\infty}) - \hat{R}(f^*_{\infty}) \leq 4(C_0 \kappa + c)\varepsilon + \frac{8 C_0^2 \Lambda^2}{\sqrt{N}} \left( \frac{C_K}{NC_1^2} + \frac{3}{4} \sqrt{\frac{\log \frac{3}{\delta}}{2}} \right),
\]
where \( N \) is the number of training points and \( \Lambda \) is a constant that only depends on the regularization coefficient \( \zeta \). \( C_K \) is the trace of the empirical NTK. \( \varepsilon \) is the discrepancy between predictive functions from Theorem 1.

**Proof** See Appendix 2.

Theorems 1 and 2 demonstrate that for fully-connected ReLU neural networks and with \( \ell_2 \) loss functions, the proposed function-space regularization method yields solutions that are close to the kernel ridge regression solution and generalize well. As analogous results cannot be derived for more general loss functions (e.g., cross-entropy loss functions) and neural network architectures (e.g., convolutional layers or attention mechanisms), we provide an extensive empirical evaluation in which we use the proposed function-space regularization technique in classification problems with convolutional neural network architectures and cross-entropy loss functions.
Algorithm 1 Neural Network Optimization with Function-Space Regularization

1: Initialize $\theta$
2: for training epoch $m = 1, 2, \ldots, M$ do
3: for each training iteration do
4: Sample a mini-batch of data $\mathcal{B} = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(B)}, y^{(B)})\}$
5: Sample the context set from data $\mathcal{C} \subset \mathcal{B}$
6: Compute NTK $\Theta(\mathbf{X}_C, \mathbf{X}_C) = J^\theta(\mathbf{X}_C) J^\theta(\mathbf{X}_C)^\top$
7: Compute Loss $L^\hat{R}_B = -\sum_{i=1}^B \log p(y^{(i)}|f_\theta(x^{(i)}) + \zeta f_\theta(\mathbf{X}_C)^\top \Theta^{-1}(\mathbf{X}_C, \mathbf{X}_C) f_\theta(\mathbf{X}_C)$
8: Update $\theta$: $\theta \leftarrow \theta - \eta \nabla_\theta L_B$
9: end for
10: end for
output $\theta$

3.1. Optimization Objective and Computational Cost

There are several challenges to computing the function-space regularizer. The first challenge is the computation of the analytic NTK $\Theta_{ntk}$. Although Arora et al. (2019) derived an analytical expression of the analytic NTK for both fully-connected and convolutional networks, the layer-wise computation is too expensive to perform for large neural networks and at every gradient step. Fortunately, as Jacot et al. (2018) and Arora et al. (2019) showed that the Frobenius norm of the matrix difference between $\Theta$ and $\Theta_{ntk}$ is arbitrarily small for sufficiently wide neural networks, we approximate the analytic NTK of large (finite-width) neural networks by the empirical NTK as in Equation (7).

The second challenge is the computation of the empirical NTK $\Theta$. Computing the empirical NTK $\Theta(\mathbf{X}, \mathbf{X})$ naively has $O(P^2)$ space complexity and $O(N^2P)$ time complexity. To reduce both time and space complexity, we use an implicit NTK computation included in the JAX-based neural-tangents python library (Novak et al., 2020). By noting that the empirical NTK can be written as

$$\Theta(\mathbf{X}, \mathbf{X}) = J(\mathbf{X}) J(\mathbf{X})^\top = d [J(\mathbf{X}) J(\mathbf{X})^\top \mathbf{v}] / d\mathbf{v}^\top$$

for a vector $\mathbf{v}$, the implicit computation can be expressed as a memory-efficient, nested application of two Jacobian-vector products instead of instantiating the Jacobian explicitly and computing its inner product.

The third challenge is that computing the function norm in Equation (11) requires inverting the empirical NTK $\Theta(\mathbf{X}, \mathbf{X})$. To reduce the computational cost, instead of inverting the entire $N$-by-$N$ matrix $\Theta(\mathbf{X}, \mathbf{X})$, we sample a context set $\mathbf{X}_C$ from $\mathbf{X}$ at every gradient step and compute the function norm on this particular context set only. This way, we only need to invert an $|\mathbf{X}_C|$-by-$|\mathbf{X}_C|$ matrix, which, for a sufficiently small mini-batch size, can be done at every gradient step without a significant slowdown in training.

For the context set $\mathbf{X}_C$ sampled uniformly from the entire dataset $\mathbf{X}$ at every gradient step $\mathbf{X}_C \sim p_X$, the final, approximate function-space-regularization objective is given by

$$L^\hat{R}(\theta) = \sum_{i=1}^N \log p(y^{(i)}|f_\theta(x^{(i)})) + \zeta f_\theta(\mathbf{X}_C)^\top \Theta^{-1}(\mathbf{X}_C, \mathbf{X}_C) f_\theta(\mathbf{X}_C).$$

Algorithm 1 describes stochastic gradient descent under this optimization objective.
4. Related Work

**Function-Space Regularization.** Benjamin et al. (2018) use the $L_2$ norm as a trivial function-space norm and (Bietti et al., 2019) use the Jacobian norm as a lower bound of the function norm. Both methods fall short, as the $L_2$ space is a trivial function space that loses essential topological information, and regularizing the lower bound has no direct relation to controlling the function complexity. Bietti and Mairal (2018) construct an RKHS which contains CNN prediction functions, but unfortunately, the RKHS is of very complicated forms and is not applicable in practice.

The concept of function-space regularization has also been used in other areas, such as variational inference (Blei et al., 2017; Sun et al., 2018; Burt et al., 2020; Khan et al., 2019; Rudner et al., 2022b) and continual learning (Titsias et al., 2019; Pan et al., 2020; Rudner et al., 2022a). These function-space regularization techniques directly constrain the space of functions and as such allow for more explicit incorporation of prior information about the functions to be learned.

In the context of variational inference, function-space approaches seek to avoid the limitations of parameter-space variational inference (Blundell et al., 2015; Farquhar et al., 2020) and have been shown to achieve better uncertainty estimation and calibration (Rudner et al., 2022b). However, many function-space approaches to regularization lack scalability. Sun et al. (2018) use an expensive gradient estimator which limits the application to low-dimensional data and Pan et al. (2020) require expensive matrix inversion operations. Ma and Hernández-Lobato (2021) propose to use a grid Kullback-Leibler (KL) divergence to replace the traditional Kullback-Leibler divergence.

For continual learning, most function-space approaches also use variational inference. A regularization term commonly used in these works is the Kullback-Leibler divergence from the variational posterior to the posterior of the previous task (Titsias et al., 2019). Benjamin et al. (2018) use a function $L_2$ norm as a function-space regularizer; FROMP (Pan et al., 2020) first construct a GP based on DNN2GP (Khan et al., 2019) and then use the GP posterior in the KL divergence regularization term.

**Generalization in Neural Networks.** Classical learning theory attributes the ability to generalize well to low-capacity classes of hypothesis space (Vapnik, 1998; Mohri et al., 2012; Bartlett and Mendelson, 2002), but empirical findings about the performance of neural networks to generalize well have contradicted those results, demonstrating that good generalization can be achieved despite, and possibly due to, over-parameterization (Zhang et al., 2021; Kawaguchi et al., 2017). Keskar et al. (2016) argue that flat minima can lead to better generalization, but Dinh et al. (2017) show that sharp minima can also lead to good generalization. Neyshabur et al. (2019) propose a novel measure based on unit-wise capacities for two-layer ReLU networks. Allen-Zhu et al. (2020) establish a new notion of quadratic approximation applicable beyond two-layer neural networks. Why over-parameterization in neural networks leads to improved generalization remains an open question.

**Kernel Methods.** Kernel methods, especially support vector machines (Schölkopf et al., 2002), are a popular class of statistical learning methods. Classical choices of kernels include Gaussian, polynomial, and Matérn kernel functions. Previous works also considered families of Gaussian kernels (Micchelli et al., 2005) and hyperkernels (Ong et al., 2005). The
generalization performance of kernel methods has been demonstrated theoretically (Lanckriet et al., 2004; Cortes et al., 2009). Despite the theoretical success of kernel methods, their high computational cost limits their applicability to many large-scale problems, and many approximation methods have been proposed to scale up kernel machines to large training datasets, such as random features (Rahimi et al., 2007) and the Nyström method (Williams and Seeger, 2000). Kernel methods have also been considered in neural networks. Williams (1998) show that the covariance function induced by a distribution over the parameters of an infinite-width neural network can be given in closed form. Jacot et al. (2018) consider the training dynamics of neural network outputs and introduced the neural tangent kernel (NTK) and Lee et al. (2019) show that wide deep neural networks evolve approximately as linear models.

5. Empirical Evaluations

In Sections 2 and 3, we proposed a function-space regularization technique for neural network training. In this section, we evaluate the empirical performance of this method. To do so, we consider four different prediction tasks in which regularization is particularly important.

First, we follow the experiment setup in Bietti et al. (2019) and evaluate the generalization performance of the proposed function-space regularization technique on MNIST and CIFAR-10 by training a neural network with only a small subset of samples from each of these datasets. This way, regularization becomes crucial in preventing over-fitting on the training data. Second, we evaluate the effectiveness of the proposed method on highly-overparameterized neural networks. In particular, we consider the MLP-Mixer (Tolstikhin et al., 2021) model, which has recently drawn attention for its competitive performance on large-scale datasets with much higher throughput compared to convolutional networks or self-attention models. However, the MLP-Mixer model has been shown to be very prone to over-fitting (Tolstikhin et al., 2021). We use the proposed function-space regularization method to train the MLP-Mixer model and show that it alleviates over-fitting and leads to improved predictive performance. Third, we evaluate the proposed function-space regularization technique on the small-sample downstream task of protein homology detection. Fourth, we evaluate the proposed method on continual learning tasks where effective regularization is needed to prevent catastrophic forgetting (Kirkpatrick et al., 2017; Nguyen et al., 2018; Benjamin et al., 2018; Titsias et al., 2019; Pan et al., 2020). For a detailed description of the datasets as well as training and evaluation protocols, see Appendix 4.1

In contrast to methods designed for related tasks, such as few-shot learning, which specialized techniques to extract relevant information from related tasks (Wang et al., 2020), we propose a general-purpose regularization technique. The experiments in our empirical evaluation are carefully tailored to illustrate the usefulness of the proposed method in finding models that generalize well without requiring task- or model-specific modifications to the training procedure.

In the remainder of this section, we refer to our method as $\mathcal{K}^\Theta$, the function $L_2$ norm regularization approach proposed by Benjamin et al. (2018) as $\mathcal{K}^{L_2}$, the Jacobian norm regularization technique proposed by Bietti et al. (2019) as $\mathcal{K}^J$, weight decay as maximum a posteriori (MAP) estimation, and kernel regression under the NTK as $\mathcal{K}_{ntk}$.

1. Our code can be accessed at https://github.com/hudsonchen/FS-REG.
5.1. Generalization From Small Datasets

Following Bietti et al. (2019), we train with a small number of samples on MNIST and CIFAR-10 to demonstrate generalization performance. We gradually increase the number of training samples to show that our method does not lead to under-fitting even when the number of samples is large. We use a LeNet-style (Lecun et al., 1998) network for MNIST and ResNet18 (He et al., 2016) for CIFAR-10. In order to deal with the fact that batch normalization (BN) and therefore NTK computation is dependent on the evaluation set, we took special care to implement batch normalization by computing the normalization mean and standard deviation for any single evaluation point deterministically at every iteration from a fixed “conditioning set” $X_{\text{cond}}$. For details, see Appendix 4.

We compare our method with MAP, dropout (Srivastava et al., 2014), $K^{L2}$, and $K^{J}$. The comparison against $K_{ntk}$ is only implemented on MNIST because the kernel regression under $\Theta_{ntk}$ is too expensive on a ResNet-18 architecture, even under the Nyström approximation. Figures 1(a) and 1(b) show the test accuracy on MNIST and CIFAR-10 as we increase the number of training samples. On small datasets like MNIST or CIFAR-10, our networks can easily reach 100% accuracy on the training set and higher test accuracy indicates better a better ability to generalize. We can see that our approach, $K^{\Theta}$, generalizes best when the number of training samples is small, but MAP gradually catches up as the number of training samples grows.

Moreover, we find that our method also outperforms $K_{ntk}$, which may be due to the expressiveness of neural networks. Lastly, we observe that as the number of training samples grows, $K^{\Theta}$ loses its advantage vis-a-vis other methods, since the large number of training samples makes the ability to generalize well from a small set of training points less important. We also note that in Figure 1(b), our approach $K^{\Theta}$ is more effective when there is no data augmentation. This may be due to the fact that data augmentation aids neural networks in generalizing well and as such may offset the positive regularization effect of $K^{\Theta}$.

Figure 1: Test accuracy on MNIST and CIFAR-10.
5.2. Reducing over-fitting in Highly Overparameterized Models: MLP-Mixer

Based on the practical techniques discussed in Section 3.1, we are able to train an MLP-Mixer of the B/16 architecture on CIFAR-10 and CIFAR-100 using the proposed function-space regularization technique. To train the model, we initialize the MLP-Mixer B/16 parameters with a set of parameters pre-trained on ImageNet (Deng et al., 2009) and then train until convergence using the proposed function-space regularization method.

In this experiment, we observe that function-space regularization results in a higher level of predictive accuracy than maximum likelihood training from a pre-trained model without function-space regularization (see Table 1). The improvement in predictive accuracy is statistically significant on both datasets, demonstrating that the proposed regularization technique is effective in reducing over-fitting in highly over-parameterized neural networks.

Table 1: MLP-Mixer performance on CIFAR-10 and CIFAR-100. Reported mean and standard errors are computed over ten random seeds. ¹Negative log-likelihood. ²Regularization used in Tolstikhin et al. (2021).

<table>
<thead>
<tr>
<th>Method</th>
<th>CIFAR-10</th>
<th>CIFAR-100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NLL¹</td>
<td>Accuracy</td>
</tr>
<tr>
<td>Baseline²</td>
<td>0.10±0.01</td>
<td>96.5±0.1</td>
</tr>
<tr>
<td>Ours</td>
<td>0.10±0.00</td>
<td>97.0±0.1</td>
</tr>
</tbody>
</table>

5.3. Improving Generalization Across Datasets: Protein Homology Detection

We consider the task of detecting a protein’s superfamily based on its sequence, which is an important task in the area of bioinformatics. We used the Structural Classification Of Proteins (SCOP) version 1.67 dataset (Murzin et al., 1995). Applying the preprocessing steps described in Appendix 4.4, we get 100 balanced binary classification tasks with 200 protein sequences each. We also cut the length of the protein sequence to \( l = 400 \) amino acids and each amino acid is represented as \( \{0, 1\}^{20} \) using a one-hot encoding. This way, each protein sequence becomes a \( 20 \times l \) matrix, which can be easily processed by convolutional neural networks (Alipanahi et al., 2015). We use a convolutional neural network with 3 convolutional layers followed by a fully-connected layer.

The performance from this experiment is reported in Table 2. The auROC50 score (area under the ROC curve up to 50% of false positives) is used as the main evaluation metric. We use the first 50 datasets as validation to select the hyperparameter, and report the auROC50 score over the remaining 50 datasets. As shown in Table 2 the proposed regularization method, \( K^\Theta \), performs best on the small-data protein homology detection task.

Table 2: Regularization on protein homology detection tasks with data augmentation (Bietti et al., 2019). Average auROC50 score is reported with standard error across five seeds. ¹Values obtained from Bietti et al. (2019).

<table>
<thead>
<tr>
<th>Method</th>
<th>auROC50</th>
</tr>
</thead>
<tbody>
<tr>
<td>( | \theta |_2 )</td>
<td>0.55±0.02</td>
</tr>
<tr>
<td>( K^J )</td>
<td>0.59±0.09</td>
</tr>
<tr>
<td>( K^L_2 )</td>
<td>0.58±0.04</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.55±0.02</td>
</tr>
<tr>
<td>( | f |_\delta^1 )</td>
<td>0.61</td>
</tr>
<tr>
<td>grad-( \ell_2 )</td>
<td>0.57</td>
</tr>
<tr>
<td>Ours</td>
<td>0.62±0.05</td>
</tr>
</tbody>
</table>
5.4. Sequential Optimization: Continual Learning

Continual learning is a setting in which a model seeks to represent \( S \) distinct datasets, arriving sequentially one at a time, so that a model needs to memorize previously learned predictions when learning to solve a new task (Kirkpatrick et al., 2017). We denote each of \( S \) sequential datasets by \( \mathcal{D}_s = \{ \mathbf{x}_s^{(n)}, \mathbf{y}_s^{(n)} \}_{n=1}^{N_s} \) with \( s = 0, 1, \ldots, S - 1 \). When learning to solve a given task, a model is assumed not to have access to the full datasets associated with previous tasks but only to a small number of samples from them. These subsets are referred to as “coresets” and denoted by \( C_s \). We denote the parameters, the corresponding induced functions, and the induced NTK at task \( s \) by \( \theta_s, f_{\theta_s}(\cdot), \Theta_s \), respectively.

At task \( s = 0 \), we use maximum likelihood estimation without regularization to fit the model parameters. When learning tasks \( s > 0 \), in order to avoid catastrophic forgetting of the previous task, we penalize the changes between the function learned at task \( s - 1 \) and the function to be learned at task \( s \) using the proposed function-space regularization technique. In Benjamin et al. (2018), this distance is trivially measured by the \( L_2 \) norm as \( \| f_s - f_{s-1} \|_{L_2} \). As noted in the discussion of the function norm associated with a network’s NTK in Section 2, the \( L_2 \) function space may be unable to capture important topological information of the data-generating process. To capture such information, we instead use the function-space regularization method proposed in Section 3 and compute the function norm of \( f_s - f_{s-1} \) following Equation (11), using the empirical NTK \( \Theta_{s-1} \) of task \( s - 1 \).

In the continual learning setting, we do not need to explicitly sample \( \mathbf{X}_C \) from \( \mathbf{X} \) as we can directly evaluate function values on coresets \( C_s \), which are typically small. The objective function for continual learning at task \( s \) can then be expressed as

\[
\mathcal{L}_s^R(\theta_s) = \sum_{n=1}^{N_s} \log p(\mathbf{y}(n)|f_{\theta_s}(\mathbf{x}(n))) + \zeta \Delta f(C_s)^	op \Theta_{s-1}^{-1}(C_s, C_s) \Delta f(C_s),
\]

where \( \Delta f(C_s) = f_{\theta_s}(C_s) - f_{\theta_{s-1}}(C_s) \) denotes the relative change of function values evaluated on coreset \( C_s \) from task \( s - 1 \) to task \( s \). Intuitively, the objective trades off fitting the data at task \( s \) while also maintaining “predictive memory” from previous tasks.
We evaluate this approach on single-head permuted-MNIST and multi-head split-MNIST, which are standard continual learning benchmarks. Following prior works, we use a two-layer fully-connected neural network with 100 hidden units per layer for permuted MNIST and a two-layer fully-connected neural network with 256 hidden units per layer for split-MNIST. We use 200 coreset points for permuted-MNIST and 40 coreset points for split-MNIST. We can see from Figures 2(a) and 2(b) and Table 3 that function-space methods provide higher average accuracy across all tasks than parameter-space methods, which shows that function space regularization results in better memorization of past knowledge. Among all function-space regularization methods, our method, \( K^\Theta \), achieves the highest average accuracy. We attribute this result to the effective regularization of the relative changes in the predictive functions.

5.5. Sensitivity Study on Function Norm Kernel Approximations

In order to assess the accuracy of the approximations described in Section 3, we conducted a sensitivity study on how well the norm under the empirical NTK, \( \Theta \), evaluated at a context set \( X_C \) approximates the norm under the analytic NTK, \( \Theta_{ntk} \). Specially, in Figure 4, the red line represents the norm

\[
\|f\|_{H_{\Theta}}^2 = f_\theta(X)^\top \Theta_{ntk}^{-1}(X,X) f_\theta(X),
\]

that is, the function norm used in Theorems 1 and 2. The blue line in Figure 4 represents

\[
\mathbb{E}_{X_C \sim p_X} \left[ f_\theta(X_C)^\top \Theta^{-1}(X_C,X_C) f_\theta(X_C) \right],
\]

the norm under the approximate kernel used in the empirical evaluations (see Equation (13)). The norms are computed using a LeNet-style neural network and a sample of 1,000 MNIST training points is used to compute the analytic NTK \( \Theta_{ntk} \) and invert the full matrix. Figure 4 shows that the approximate function norm is close to the function norm under the analytical NTK when \( |X_C| \geq 10 \). \( |X_C| = 10 \) was used for the empirical evaluations presented in the previous section.

### Table 3: Comparisons of predictive average accuracy computed across all S tasks against a selection of popular continual learning methods. Both the mean and standard error are computed across ten different random seeds.

<table>
<thead>
<tr>
<th>Method</th>
<th>Permutated MNIST</th>
<th>Split MNIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>EWC</td>
<td>84.0%±0.3</td>
<td>63.1%±0.2</td>
</tr>
<tr>
<td>SI</td>
<td>86.0%</td>
<td>98.9%</td>
</tr>
<tr>
<td>VCL</td>
<td>92.5%±0.1</td>
<td>97.8%±0.0</td>
</tr>
<tr>
<td>FROMP</td>
<td>94.9%±0.0</td>
<td>99.0%±0.0</td>
</tr>
<tr>
<td>FRCL</td>
<td>94.3%±0.0</td>
<td>97.8%±0.2</td>
</tr>
<tr>
<td>L2</td>
<td>93.5%±0.0</td>
<td>98.4%±0.1</td>
</tr>
<tr>
<td>Ours</td>
<td>95.2%±0.0</td>
<td>99.3%±0.0</td>
</tr>
</tbody>
</table>
Additionally, we carried out a sensitivity study on the effect of the context set size $|X_C|$ on the final predictive performance on larger datasets and larger neural network architectures. In Figure 3, we report the predictive performance on MNIST with 50,000 training samples and on CIFAR-10 with 10,000 training samples while varying the size of the context set. We observe that as long as the context set size is chosen to be above a certain threshold, that is, $|X_C| > 0$, predictive performance does not increase further as the size of the context set increases. This result is consistent with the results in Figure 4.

6. Conclusion

In this paper, we proposed a function-space regularization technique for neural networks. The proposed optimization objective explicitly regularizes an approximation to the norm on the functions in the RKHS associated with a neural network’s NTK. We showed empirically that this approach yields improved generalization on challenging small-data prediction problems and demonstrated that it leads to state-of-the-art performance in continual learning and protein homology detection tasks. We proposed a set of approximations that allow scaling up the regularization method to very large neural network architectures and hope that future research will enable further improvements in the scalability of the proposed method. This work provides further evidence in support of the hypothesis that carefully designed function-space regularizers improve generalization, and we hope that the proposed approach will inspire further research into general-purpose function-space regularization methods for deep learning as well as into tailored function-space regularization methods for challenging downstream tasks.
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1. Reproducing Kernel Hilbert Space Theory

Let $K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ be a symmetric and positive definite kernel function. That is to say $K(\mathbf{x}, \mathbf{x'}) = K(\mathbf{x'}, \mathbf{x})$ for all $\mathbf{x}, \mathbf{x'} \in \mathcal{X}$ and $\sum_{1 \leq i, j \leq N} K(\mathbf{x}_i, \mathbf{x}_j)c_ic_j \geq 0$ hold for any $\{\mathbf{x}_i\}_{i=1}^n \subseteq \mathcal{X}$ for given $n \in \mathbb{N}$ and $\{c_i\}_{i=1}^n \subseteq \mathbb{R}$.

Let $L_2(\mathcal{X}, \mu)$ be the squared integrable function space over $\mathcal{X}$ with respect to a strictly positive finite Borel measure (e.g. probability measure) $\mu$ on $\mathcal{X}$, there is an associated integral operator $T_K : L_2(\mathcal{X}, \mu) \to L_2(\mathcal{X}, \mu)$ defined as follows:

$$T_K(f)(\cdot) = \int_{\mathcal{X}} K(\cdot, \mathbf{x})f(\mathbf{x})d\mu(\mathbf{x}). \quad (1.1)$$

If $\mathcal{X}$ is compact, $T_K$ is compact self-adjoint. Spectral theorem (Conway, 2019) then implies $T_K$ has at most countable eigenvalues $\{\sigma_j\}_{j \geq 0}$ such that $T_K(\phi_j) = \sigma_j\phi_j$, where $\{\phi_j\}_{j \geq 0}$ is an orthonormal basis of $L_2(\mathcal{X}, \mu)$ and $\sigma_0 \geq \sigma_1 \geq \ldots, \sigma_j \to 0$ as $j \to \infty$. Furthermore, Mercer’s theorem (Mercer, 1909) states that $K$ admits a decomposition as follows:

$$K(\mathbf{x}, \mathbf{x'}) = \sum_{j=0}^{\infty} \sigma_j \phi_j(\mathbf{x})\phi_j(\mathbf{x'}). \quad (1.2)$$

According to Moore–Aronszajn theorem (Aronszajn, 1950), for any such kernel $K$ on $\mathcal{X}$ we have a unique reproducing kernel Hilbert space (RKHS) $\mathcal{H}_K$, which is the completion of the pre-Hilbert space consisting of all linear span of feature maps $\{K_\mathbf{x}(\cdot) : \mathbf{x} \in \mathcal{X}\}$, where $K_\mathbf{x}(\cdot) = K(\cdot, \mathbf{x})$. To be precise, we have

$$\mathcal{H}_K = \left\{ f(\cdot) = \sum_{j=1}^{\infty} \alpha_j K(\mathbf{x}^{(j)}, \cdot) : (\mathbf{x}^{(1)}, \mathbf{x}^{(2)}, \ldots) \subset \mathcal{X} \land \|f\|^2_{\mathcal{H}_K} = \sum_{i,j} \alpha_i \alpha_j K(\mathbf{x}^{(i)}, \mathbf{x}^{(j)}) < \infty \right\}. \quad (1.3)$$

The kernel function $K$ is called reproducing kernel since for any $f \in \mathcal{H}_K$, we have the following reproducing property:

$$f(\mathbf{x}) = \langle f, K_\mathbf{x} \rangle_{\mathcal{H}_K}. \quad (1.4)$$

One can show that the RKHS can also be viewed as a subspace of $L_2(\mathcal{X}, \mu)$ as follows:

$$\mathcal{H}_K = \left\{ f \in L_2(\mathcal{X}, \mu) : \|f\|^2_{\mathcal{H}_K} = \sum_{j=0}^{\infty} \frac{\langle f, \phi_j \rangle_{L_2}^2}{\sigma_j} < \infty \right\}. \quad (1.5)$$

We make the following observations:

1. As we can see from Equation (1.3), the computation of norm depends on the choice of $\mathbf{x}$, hence is not uniform for general $f$ if the underlying space $\mathcal{X}$ is uncountable. This implies that Equation (3) is not true for general $f$. But as a result of the Representer Theorem, the hypothesis space for kernel regression is $\mathcal{H} = \{ f(\cdot) = \sum_{j=1}^{N} \alpha_j K(\mathbf{x}^{(j)}, \cdot) : \mathbf{x}^{(j)} \in \mathcal{X} \}$, which is a finite-dimensional subspace of $\mathcal{H}_K$. This is the same as taking $\mathcal{X} = \mathbf{X}$, which is finite. Hence Equation (3) is valid for kernel regression.

2. By Equation (1.5), we can easily see that $\|f\|^2_{\mathcal{H}_K} \geq c \sum_{j=0}^{\infty} \langle f, \phi_j \rangle_{L_2}^2 = c \|f\|^2_{L_2}$ where $c = \sigma_0^{-1}$. Therefore, the RKHS norm provides more effective regularization than the $L_2$ norm.
2. Proofs and Derivations

2.1. Discrepancy Between Predictive Functions

The proof of Theorem 1 requires a study of neural network training dynamics, and Theorem 2 can be proved by applying the classical kernel ridge regression bound. We start by recalling the definition of fully-connected neural networks:

\[ f^{(h)}(x) = \mathbf{W}^{(h)} g^{(h-1)}(x) \in \mathbb{R}^{d_h} \quad g^{(0)}(x) = x \]

\[ g^{(h)}(x) = \sqrt{\frac{c_d}{d_h}} \sigma(f^{(h)}(x)) \quad \forall h = 1, 2, \ldots, L. \]  

(2.6)

And the last layer is given by

\[ f_{\theta}(x) = f^{(L+1)}(x) = \mathbf{W}^{(L+1)} g^{(L)}(x). \]  

(2.7)

The optimization problem we propose is

\[ \min_{\theta} \mathcal{L}^\mathcal{R} = \min_{\theta} \frac{1}{N} \sum_{j=1}^{N} \ell(f_{\theta}(x^{(j)})) + \zeta f_{\theta}(X)^\top \Theta_{\text{ntk}}(X, X)^{-1} f_{\theta}(X). \]  

(2.8)

Training Dynamics under Function-Space Regularization. We first study the dynamics of the optimization problem stated in Equation (2.8). Suppose the loss function is the squared loss \( \ell(f) = (f(x) - y)^2 \). Then the continuous gradient descent training dynamics are given by

\[ \frac{d\theta}{dt} = -\eta \frac{d\mathcal{L}^\mathcal{R}}{d\theta} = -\eta \left( \frac{2}{N} \Theta(X, X)(f_{\theta}(X) - y) + 2\zeta \Theta(X, X) \Theta_{\text{ntk}}(X, X)^{-1} f_{\theta}(X) \right) \]  

(2.9)

and

\[ \frac{df_{\theta}}{dt}(X) = \mathcal{J}_{\theta}(X) \frac{d\theta}{dt} = -\eta \left( \frac{2}{N} \Theta(X, X)(f_{\theta}(X) - y) + 2\zeta \Theta(X, X) \Theta_{\text{ntk}}(X, X)^{-1} f_{\theta}(X) \right). \]  

(2.10)

Note that, in practice, we use the empirical kernel \( \Theta \) instead of the analytic NTK, and the inverse kernel matrix is treated as constant in the network parameters at each gradient update step. The training dynamics under the empirical NTK are therefore given by

\[ \frac{df_{\theta}}{dt}(X) = -\eta \left( \frac{2}{N} \Theta(X, X)(f_{\theta}(X) - y) + 2\zeta f_{\theta}(X)^\top \Theta(X, X) \Theta_{\text{ntk}}(X, X)^{-1} f_{\theta}(X) \right). \]  

(2.11)

First, we prove that the two training dynamics are close and that the proposed practical algorithm, therefore, approximates the true solution well.

Lemma 1 Let \( f_{\text{ntk}}^* \) and \( f_{\text{entk}} \) be the solutions of Equation (2.10) and Equation (2.11), respectively, with the same initial condition. Assume \( f \) is bounded, then for ultra-wide networks, we have

\[ \sup_{t \geq 0} \|f_{\text{ntk}}^*(X) - f_{\text{entk}}(X)\| < \gamma \varepsilon. \]  

(2.12)
We denote the empirical NTK matrix with respect to $f$ by \(\Theta_f = \Theta_f(X, X)\) (and analogously for \(g\)). Let \(A = \frac{1}{N}(2\Theta_f + 2\zeta \Theta_f^{-1})\), \(v = (\Theta_f - \Theta_g)(\frac{2}{N}(g\theta(X) - y) + 2\zeta \Theta^{-1}_{ntk} g\theta(X))\) and \(h = f - g\). Also let \(\lambda_0\) be the smallest eigenvalue of \(\Theta_{ntk}\). Since \(h(0) = 0\), we have

\[
f^*_ntk(X) - f_{ntk}(X) = h(t) = -\eta e^{-\eta f^*_{ntk}} A dt \int_0^t e^{\int_0^s \eta A dt} v(s) ds.
\]

(2.14)

Note that for ultra-wide neural networks, we have \(\|\Theta - \Theta_{ntk}\|_F \leq N(L + 1)\varepsilon\) (Theorem 3.1; Arora et al. (2019)), and hence

\[
\|\Theta_f - \Theta_g\|_F \leq \|\Theta_f - \Theta_{ntk}\|_F + \|\Theta_g - \Theta_{ntk}\|_F \leq 2N(L + 1)\varepsilon
\]

(2.15)

So we have

\[
\|v\| \leq \|\Theta_f - \Theta_g\| \left( \frac{2}{N} \|g\theta(X) - y\| + 2\zeta \|\Theta^{-1}_{ntk} g\theta(X)\| \right)
\]

\[
\leq 4N(L + 1)\varepsilon \left( C_1 + \frac{NC_0}{\lambda_0} \right) = C''\varepsilon.
\]

(2.16)

Let \(A_0 = \frac{1}{N}(2\Theta_{ntk} + 2\zeta I)\), then

\[
\|A - A_0\| \leq \frac{1}{N}(2\|\Theta_f - \Theta_{ntk}\| + 2\zeta \|\Theta^{-1}_{ntk}\| \|\Theta_f - \Theta_{ntk}\|) \leq 2(L + 1)\varepsilon \left( 1 + \frac{\zeta}{\lambda_0} \right).
\]

(2.17)

Hence, by Lemma 2, we have

\[
\lambda_{\min}(\int_s^t A ds) \geq \lambda_{\min}(\int_s^t A_0 ds) - \left\| \int_s^t (A - A_0) ds \right\|
\]

\[
\geq \left\{ \frac{2}{N}(\lambda_0 + \zeta) - 2(L + 1)\varepsilon \left( 1 + \frac{\zeta}{\lambda_0} \right) \right\} (t - s) = C'(t - s).
\]

(2.18)

Hence we see that

\[
\|h(t)\| \leq \eta \int_0^t \left\| e^{\int_0^s \eta A dt} \right\| \|v\| ds
\]

\[
\leq \eta C''\varepsilon \int_0^t e^{-\eta \lambda_{\min}(f^*_s A dt)} ds
\]

\[
\leq \eta C''\varepsilon \int_0^t e^{\eta C'(s-t)} ds
\]

\[
\leq \frac{\eta C''\varepsilon}{\eta C'} (1 - e^{-\eta C't}) \leq \frac{C''}{C'} \varepsilon.
\]

(2.19)

This proves the lemma by letting \(\gamma = C''/C'\).
**Lemma 2** Let $A, B$ be $n \times n$ Hermitian matrices, arrange the eigenvalues in descending order as $\lambda_1(A) \geq \lambda_2(A) \geq \ldots \geq \lambda_n(A)$ (and for $B$ as well). Then for all $1 \leq i \leq n$, we have

$$|\lambda_i(A + B) - \lambda_i(A)| \leq \|B\|. \quad (2.20)$$

**Proof** Courant-Fischer min-max theorem (Reed and Simon, 1972) implies that for any Hermitian matrix, we have

$$\lambda_i(A) = \sup_{\dim V = i, v \in V, \|v\| = 1} \inf v^* Av$$

$$\lambda_i(A) = \inf_{\dim V = n-i+1, v \in V, \|v\| = 1} \sup v^* Av. \quad (2.22)$$

According to Equation (2.21), we can find a subspace $U$ with $\dim U = i$, such that $\lambda_i(A) \geq w^* Au$ for all unit vector $u \in U$. And similarly using Equation (2.22), we can find a subspace $W$ with $\dim W = n - i + 1$, we have $\lambda_i(A + B) \leq w^*(A + B)w$. Since $\dim U \cap W = \dim U + \dim W - \dim U \cup W \geq i + n - i + 1 - n = 1$, we find a non-trivial solution $v \in U \cap W$ such that

$$\lambda_i(A + B) - \lambda_i(A) \leq w^*(A + B)v - v^* Av = v^* Bv \leq \|B\|. \quad (2.23)$$

Similarly we can prove $\lambda_i(A + B) - \lambda_i(A) \geq -\|B\|$ using the same argument. These two inequalities prove the claim of the lemma. $lacksquare$

**Theorem 1** Let $f$ be an $m$-layer fully-connected neural network mapping with ReLU activation functions, $f^R_{m*}$ and $f^\infty_{m*}$ as defined above, $1/\kappa = \text{poly}(1/\varepsilon, \log(N/\delta))$, $d_i = m$ for $i = 1, \ldots, L$ with $m \geq \text{poly}(1/\kappa, L, 1/(\lambda_0 + \zeta N))$. Then for any $x$ with $\|x\| = 1$, with probability at least $1 - \delta$ over random initialization,

$$|f^R_{m*}(x) - f^\infty_{\infty*}(x)| \leq \varepsilon. \quad (2.24)$$

**Proof** Note that the training dynamics 2.11 can be written as

$$\frac{df_{\theta}}{dt} + \frac{2\eta}{N} (\Theta + \zeta NI) f_{\theta} = \frac{2\eta}{N} \Theta y. \quad (2.25)$$

if we replace $\Theta$ by the analytic kernel $\Theta_{ntk}$, the linear system above becomes

$$\frac{df_{\theta}}{dt} + \frac{2\eta}{N} (\Theta_{ntk} + \zeta NI) f_{\theta} = \frac{2\eta}{N} \Theta_{ntk} y. \quad (2.26)$$

Since $\Theta_{ntk}$ is constant, we have a closed-form solution

$$f_t(x) = \Theta_{ntk}(x, X)(\Theta_{ntk}(X, X) + \zeta NI)^{-1} \left( I - e^{-\frac{2\eta t}{N}\Theta_{ntk}(X, X)} \right)y. \quad (2.27)$$

This is exactly the solution of kernel ridge regression under the NTK when $t \to \infty$, i.e. $f_t \to f^\infty_{\infty*}$. Taking the difference of the two linear systems, we have

$$\frac{dh}{dt} + \frac{2\eta}{N} (\Theta_{ntk} + \zeta NI) h = \frac{2\eta}{N} (\Theta - \Theta_{ntk})(y - f). \quad (2.28)$$
Let $B = \frac{2\eta}{N} (\Theta_{ntk} + \zeta NI)$ and $u = \frac{2\eta}{N} (\Theta - \Theta_{ntk})(y - f)$, we see that

$$f_{entk}(X) - f_{\infty}^R(X) = h(t) = e^{-\int_0^t B dt} \int_0^t e^{\int_0^s B dt} u(s) ds. \tag{2.29}$$

This implies

$$|h(t)| \leq \int_0^t \left\| e^{\int_0^s B dt} \right\| u \| ds \leq \frac{2\eta}{N} \|\Theta - \Theta_{ntk}\| \|y - f(X)\| \frac{1}{\|B\|} (1 - e^{-t\|B\|}) \leq \frac{NC_0\epsilon}{\lambda_0 + \zeta N}, \tag{2.30}$$

where $C_0$ is constant bounds the function value and $\lambda_0$ is the smallest eigenvalue of the NTK. Equation (2.30) together with Theorem 1 prove the Theorem on the training set.

To complete the proof for any test point $x$, note that we only need to mimic the proof of Lemma F.1 in Arora et al. (2019). All the bounds remain the same, except now $\Theta_{ntk}$ is replaced by $\Theta_{ntk} + \zeta NI$, so $\lambda_0$ is replaced by $\lambda_0 + \zeta N$.

**Analytic and Empirical NTK.** Here we provide the details about using the empirical NTK $\Theta$ instead of the analytic NTK $\Theta_{ntk}$ as we discussed in Section 3. Although we propose to use function norm under the analytic NTK $\Theta_{ntk}$ as a regularizer in Equation (11), this exact computation is costly in practice, so the empirical kernel is used instead.

Specifically, in practice, we replace $\Theta_{ntk}$ in Equation (2.8) by $\Theta$, and furthermore we do not compute the gradient of the inverse NTK $\Theta$ during SGD since the analytical kernel is constant. The kernel approximation has been well-studied in the literature. Under the infinite-width assumption, that is, $m \to \infty$, $\Theta \to \Theta_{ntk}$ (Jacot et al., 2018). This result was extended to the non-asymptotic case in Arora et al. (2019), which implies that $|\Theta(x, x') - \Theta_{ntk}(x, x')| \leq (L + 1)\epsilon$. Hence, intuitively, the two objective functions using the analytic and empirical kernel are almost identical for sufficiently-wide neural networks. The corresponding training dynamics are described by Equation (2.10) and Equation (2.11). As we have proven in Lemma 1, these dynamics are sufficiently close during training, which indicates that the approximation by the empirical kernel is theoretically justified.
2.2. Generalization Error Bound

**Theorem 2** Let \( f_{nn}^{\hat{R}^*} \) be as defined in the main text. Let \( R(f_{nn}^{\hat{R}^*}) = \mathbb{E}[\|f_{nn}^{\hat{R}^*}(x) - y(x)\|^2] \) be the generalization error and \( \hat{R}(f_{nn}^{\hat{R}^*}) \) the corresponding empirical error. Assume for all \( \|x\| \leq 1, \|f_{nn}^{\hat{R}^*}(x)\| \leq C_0K \) and \( \left\| \partial_\theta f_{nn}^{\hat{R}^*}(x) \right\| \leq C_1 \) and \( |y| \leq c \). Then for any \( \delta > 0 \), with probability at least \( 1 - \delta \), we have the following bound:

\[
R(f_{nn}^{\hat{R}^*}) - \hat{R}(f_{nn}^{\hat{R}^*}) \leq 4(C_0K + c)\varepsilon + \frac{8C_0^2\Lambda^2}{\sqrt{N}} \left( \sqrt{\frac{C_K}{NC_1^2}} + \frac{3}{4} \sqrt{\log \frac{2}{\delta}} \right),
\]

(2.31)

where \( N \) is the number of training points and \( \Lambda \) is a constant that only depends on the regularization coefficient \( \zeta \). \( C_K \) is the trace of the empirical NTK. \( \varepsilon \) is the discrepancy between predictive functions from Theorem 1.

**Proof** First note that the definition of neural network function in the very beginning is homogeneous since it is bias-free, and ReLU is also homogeneous. Hence for any \( t \), we have \( f(tx) = tf(x) \). Therefore, it is sufficient to assume \( \|x\| \leq 1 \) for all \( x \in \mathcal{X} \).

Since we have proven the equivalence between neural network optimization and kernel ridge regression, we have

\[
R(f_{nn}^{\hat{R}^*}) - R(f_{\infty}^{R^*}) = \mathbb{E}[\|f_{nn}^{\hat{R}^*}(x) - f_{\infty}^{R^*}(x)\| (f_{\infty}^{R^*}(x) + f_{\infty}^{R^*}(x) - 2y(x))] \leq 2\varepsilon(C_0K + c),
\]

(2.32)

where \( C_0 \) is the supremum of the error term. Similarly, we have

\[
\hat{R}(f_{\infty}^{R^*}) - \hat{R}(f_{nn}^{\hat{R}^*}) \leq 2\varepsilon(C_0K + c)
\]

(2.33)

Therefore,

\[
R(f_{nn}^{\hat{R}^*}) - \hat{R}(f_{nn}^{\hat{R}^*}) \leq R(f_{\infty}^{R^*}) - \hat{R}(f_{\infty}^{R^*}) + 4\varepsilon(C_0K + c).
\]

(2.34)

Classical result for kernel ridge regression (e.g. Theorem 10.7 (Mohri et al., 2012)) implies

\[
R(f_{\infty}^{R^*}) - \hat{R}(f_{\infty}^{R^*}) \leq \frac{8r^2 \Lambda^2}{\sqrt{N}} \left( \sqrt{\frac{\text{Tr}(\Theta_{ntk})}{Nr^2}} + \frac{3}{4} \sqrt{\log \frac{2}{\delta}} \right),
\]

(2.35)

where \( r \) and \( \Lambda \) are constants such that \( \Theta_{ntk}(x,x) \leq r^2 \) and \( \|f\|_{\mathcal{H}_K} \leq \Lambda \). Note that the condition \( \|f\|_{\mathcal{H}_K} \leq \Lambda \) corresponds to the regularizer, hence \( \Lambda \) is uniquely determined by \( \zeta \). We can take \( r = C_1 \) since \( \Theta_{ntk}(x,x) \approx \langle J_\theta f_\theta(x), J_\theta f_\theta(x) \rangle \leq C_1^2 \) under the ultra-wide assumption.

It has been proven in Geifman et al. (2020) that the eigenvalues of the NTK satisfy \( c_k^{-d} \leq \lambda_k \leq Ck^{-d} \) for all \( k > k_0 \), where \( d \) is the dimension of input data points. Therefore, \( \text{Tr}(\Theta_{ntk}) \leq \lambda_1 + \ldots + \lambda_{k_0} + C\sum_{k > k_0} k^{-d} = C_K < \infty \). Combining these facts completes the proof of the theorem. \( \blacksquare \)
3. Ablation Studies

3.1. Empirical Evaluation of Time Complexity

We provide a comparison of the time of every epoch under ResNet-18 using a single RTX 2080 Ti in Table 4. Although $\mathcal{K}^\Theta$ is slower than maximum a posteriori estimation (MAP), this is not a significant issue, since we propose to use $\mathcal{K}^\Theta$ in small-data problems, so computational time is not the main bottleneck. Moreover, compared to other regularization techniques like $\mathcal{K}^J$ $\mathcal{K}^\Theta$ has a similar computational cost but demonstrates better performance in practice.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\mathcal{K}^\Theta$</th>
<th>$\mathcal{K}^J$</th>
<th>Dropout</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>170</td>
<td>141</td>
<td>26</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 4: Wall-clock time (in second) of different methods.

3.2. Batch Normalization in NTK Computation

To remain consistent with NTK theory, we took special care in implementing batch normalization (BN). To compute the normalization mean and standard deviation deterministically at every iteration, we use a fixed “conditioning set” of 20 data points, $X_{\text{cond}}$, randomly sampled from the training set at the beginning of training. Normalization means and variances for a given NTK evaluation point $x_i$ are then computed by evaluating the network on $[x_i, X_{\text{cond}}]$. Vectorization allows implementing this procedure efficiently with a cost of $O(|X_B| + |X_{\text{cond}}|)$ for a mini-batch $X_B$.

4. Implementation, Training, and Evaluation Details

We use 10% of the training set as the validation set to conduct a hyperparameter search over the scaling factor $\zeta$ and learning rate $\eta$ for all methods. We choose the set of hyperparameters that yielded the lowest validation negative log-likelihood for all experiments. All experiments are implemented in JAX (Bradbury et al., 2018).

4.1. MNIST and CIFAR-10

For MNIST, we use a LeNet style network with three convolutional layers of 6, 16, and 120 $5 \times 5$ filters and a fully-connected final layer of 84 hidden units. An average pooling operation is placed after each convolutional layer and ReLU activation is used. For CIFAR-10, we use ResNet-18. For both MNIST and CIFAR-10, we use SGD optimizer with a learning rate of 0.03 and momentum of 0.9. The learning rate would decay by a rate of 0.3 every 10 epochs. During training, the batch size is set to 128 for MNIST and 256 for CIFAR-10. At every iteration, 10 input points are randomly sampled from the current batch as $X_C$ to compute the RKHS norm.

When we compare our method against $\mathcal{K}^{L2}$ and $\mathcal{K}^J$, we copy the same experimental set-up as in the original paper. For MAP and Dropout, we use a held-out validation set to select the best hyper-parameter. In the end, we find that for MAP, the best $\zeta$ is $5e^{-4}$, and for Dropout, the best dropout rate is 0.15.
4.2. MLP-Mixer
We use MLP-Mixer of B/16 architecture (Tolstikhin et al., 2021) and load the pre-trained parameters on ImageNet from a public online source. The training of MLP-Mixer on CIFAR-100 requires 8 GTX 3090 GPUs. Stochastic gradient descent with a learning rate of 0.01 and momentum with a decay rate of 0.9 are used for optimization.

4.3. Continual Learning
For all continual learning experiments, 60,000 data samples are used for training and 10,000 data samples are used for testing. The inputs are converted to float values in the range of [0, 1].

**Multi-Head Split MNIST** In the multi-head setup, a model receives 5 sequential datasets and uses a different output head for each task. The original 10 classes in MNIST are split into 5 different binary classification tasks. The network is a multilayer perceptron with two layers and 100 hidden units for each layer. 40 coreset points are randomly chosen at each task.

**Single-Head Permuted MNIST** In the single-head setup, a model receives 10 sequential datasets and uses the same output head for each task. At every task, the MNIST images undergo a random permutation of pixels. The network is a multilayer perceptron with two layers and 256 hidden units for each layer. 200 coreset points are randomly chosen at each task. For both multi-head split MNIST and single-head permuted MNIST, we use the Adam optimizer of learning rate $10^{-3}$ with default settings of $\beta_1 = 0.9$, $\beta_2 = 0.99$ and $\epsilon = 10^{-8}$ and we use a batch size of 128 in all experiments.

4.4. Protein Homology Detection
The protein homology detection experiment used the dataset of Structural Classification Of Proteins (SCOP) version 1.67 (Murzin et al., 1995) and we followed the data preprocessing method in Handstad et al. (2007). We construct 100 balanced binary classification dataset by sampling 200 positive samples from a specific family and sampling 200 negative samples outside that family. If the number of positive samples does not reach 100, we extend their numbers to 100 by using PSI-BLAST (Altschul et al., 1997). In order to remain comparable to the results in Bietti et al. (2019), we also follow their data augmentation techniques by randomly flipping some of the binary characters of a given sequence at probability 0.1. We use the Adam optimizer with a learning rate fixed to 0.01 (with default $\beta$ (0.9; 0.999)), and a batch size of 100 for 300 epochs.