A Simple Proof for the Iteration Complexity of the Proximal Gradient Algorithm

N. Denizcan Vanli  
MIT  
denizcan@mit.edu

Mert Gürbüzbalaban  
Rutgers University  
mertg@mit.edu

Asu Ozdaglar  
MIT  
asuman@mit.edu

Abstract

We study the problem of minimizing the sum of a smooth strongly convex function and a non-smooth convex function. We consider solving this problem using the proximal gradient (PG) method, which at each iteration uses the proximal operator with respect to the non-smooth convex function at the intermediate iterate obtained using the gradient with respect to the smooth strongly convex function. We introduce a simple novel analysis and show that the PG algorithm attains a globally linear convergence rate provided that the step size is sufficiently small. Consequently, we obtain iteration complexity results for the PG method. We also extend our analysis to study an inexact proximal method, called the proximal incremental aggregated gradient method, and show that this method is globally convergent with a linear rate.

1 Introduction

We focus on composite optimization problems, where the objective function is given by the sum of a loss function $f$ and a possibly non-differentiable regularization function $r$:

$$
\min_{x \in \mathbb{R}^n} F(x) \triangleq f(x) + r(x).
$$

We assume the loss function $f : \mathbb{R}^n \to (-\infty, \infty)$ is convex and continuously differentiable while the regularization function $r : \mathbb{R}^n \to (-\infty, \infty]$ is proper, closed, and convex but not necessarily differentiable. This formulation arises in many problems in constrained optimization, distributed optimization, machine learning, and signal processing. Examples include distributed optimization problems that arise in wireless sensor network as well as smart grid applications [8,13], constrained and regularized least squares problems that arise in various machine learning [4,6,15] and signal processing [2,3] applications.

The proximal gradient (PG) method is a popular method for solving the problem [1,14,17]. It uses the proximal operator with respect to the regularization function $r$ at the intermediate iterate obtained using the gradient with respect to $f$, consisting of the iterations

$$
x_{k+1} = \text{prox}_{\eta r}^f(x_k - \eta \nabla f(x_k)), \quad k \geq 0,
$$

where $\eta$ is a constant step size and the proximal mapping is defined as follows

$$
\text{prox}_{\eta r}^f(y) = \arg \min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2} \|x - y\|^2 + \eta r(x) \right\}.
$$

The convergence properties of the PG method is well studied in the literature under various conditions on the functions $f$ and $r$, see e.g. [7,10,14,23] where existing work on the proximal point algorithm such as [1,18,16] have been a building block for understanding the PG method. A particular
We first start with some preliminaries on the PG algorithm. Defining a consequence of these assumptions is that the solution to \( F(x_k) - F(x^*) \) as the objective \( F(x_k) \) may not vary smoothly with respect to the iterates \( x_k \) due to the potentially non-differentiable regularization function \( r \). Two recent papers \[5, 6\] and \[7\] address this issue of deriving iteration complexity results for the suboptimality in objective values. In particular, in \[7\], the global linear convergence of the PG method is presented under the Polyak-Lojasiewicz (PL) condition, a weaker condition than the strong convexity of \( f \). Similar to \[7\], in \[7\], it is shown that the iteration complexity of the PG method grows linearly with the condition number of the problem. The main idea is to show that under a quadratic growth condition (which is satisfied when \( f \) is strongly convex), the error bound condition holds, i.e., a multiple of the step length at each iteration bounds the distance to the solution set.

Contributions. In this paper, we present a novel iteration complexity result for the PG algorithm in terms of suboptimality in function values using a simple and insightful analysis. Building on the properties of the proximal mapping and strong convexity, we first show that the error bound condition holds (Lemma 2.1). In this sense, our approach is different from the one in \[11\], while our results are asymptotically the same. Compared to \[7\], we make stronger assumptions (the strong convexity of \( f \) implies their quadratic growth condition), however in return we get better constants in the error bound condition (see Lemma 2.1 vs. \[7\] Cor 3.6). Using this improved error bound, Lipschitzness of the gradients and a descent lemma, we show global linear convergence of the PG method and present the corresponding iteration complexity result (Theorem 2.2 and Corollary 2.3, respectively). Our simple analysis extends and allows us to study inexact proximal methods. We illustrate this by presenting a new iteration complexity result for the proximal incremental aggregated gradient algorithm, which is an inexact deterministic proximal gradient method that is typically much faster than the proximal gradient for problems when the loss function \( f \) has an additive structure of the form \( f(x) = 1/m \sum_{i=1}^{m} f_i(x) \) and \( m \) is large, a problem of particular interest in large-scale data processing and distributed optimization \[4, 6, 15\].

2 Convergence Analysis

We first start with some preliminaries on the PG algorithm. Defining \( \phi(x) \triangleq \frac{1}{2} ||x - y||^2 + \eta r(x) \) and letting \( \partial \phi(x) \) denote the set of subgradients of the function \( \phi \) at \( x \), it follows from the optimality conditions of the problem in \(3\) that \( 0 \in \partial \phi(x_{k+1}) \). This yields \( x_{k+1} - (x_k - \eta \nabla f(x_k)) + \eta h_{k+1} = 0 \), for some \( h_{k+1} \in \partial r(x_{k+1}) \). Hence, we can compactly represent our update rule as

\[
x_{k+1} = x_k + \eta d_k,
\]

where \( d_k = -\nabla f(x_k) - h_{k+1} \) is the direction of the update at time \( k \). Throughout this paper, we make the following assumptions on the objective function, which appears frequently for analyzing proximal methods in the literature \[5, 6, 9, 19\].

(A.1) \( f \) is \( \mu \)-strongly convex and \( \nabla f \) is globally Lipschitz with constant \( L \) on \( \mathbb{R}^n \).

(A.2) \( r \) is proper, closed, convex and subdifferentiable everywhere in its effective domain.

A consequence of these assumptions is that the solution to (1) is unique, which we denote by \( x^* \). The condition number of the problem is defined as the ratio

\[
Q \triangleq L/\mu.
\]

In the rest of the section, we show that the PG algorithm attains a global linear convergence rate with a constant step size provided that the step size is sufficiently small. Using this result, we obtain an iteration complexity result for the PG algorithm which depends linearly on the condition number \( Q \). First, we introduce the following lemma, which can be interpreted as follows. For the special case \( r(x) = 0 \) for all \( x \in \mathbb{R}^n \), i.e., when the PG algorithm reduces to the classical gradient descent algorithm, an identical result to this lemma simply follows from the strong convexity of the function

\[\text{See [12] for a rigourous definition of this condition.}\]
where the second inequality follows since which implies

**Proof:** The non-expansiveness property of the proximal map implies

\[ \|	ext{prox}_\eta^f(x) - \text{prox}_\eta^f(y)\|^2 \leq \langle \text{prox}_\eta^f(x) - \text{prox}_\eta^f(y), x - y \rangle, \]

for any \( x, y \in \mathbb{R}^n \). Putting \( x = x_k - \eta \nabla f(x_k) \) and \( y = x^* - \eta \nabla f(x^*) \) in the above inequality, we obtain

\[ ||x_k + \eta d_k - x^*||^2 \leq \langle x_k + \eta d_k - x^*, x_k - \eta \nabla f(x_k) - x^* + \eta \nabla f(x^*) \rangle \]

\[ = \langle x_k + \eta d_k - x^*, x_k + \eta d_k - x^* \rangle + \langle x_k + \eta d_k - x^*, -\eta d_k + \eta \nabla f(x^*) - \eta \nabla f(x_k) \rangle, \]

which implies

\[ 0 \leq \langle x_k + \eta d_k - x^*, -d_k + \nabla f(x^*) - \nabla f(x_k) \rangle. \]

This inequality can be rewritten as follows

\[ \langle x_k - x^*, \nabla f(x_k) - \nabla f(x^*) \rangle \leq \langle x_k - x^*, -d_k \rangle - \eta \|d_k\|^2 + \eta \langle d_k, \nabla f(x^*) - \nabla f(x_k) \rangle \]

\[ \leq \langle x_k - x^*, -d_k \rangle + \eta \langle d_k, \nabla f(x^*) - \nabla f(x_k) \rangle \]

\[ \leq \|d_k\| (\|x_k - x^*\| + \eta L \|x_k - x^*\|) \]

\[ \leq 2 \|d_k\| \|x_k - x^*\|, \tag{6} \]

where the second inequality follows since \(-\|d_k\|^2 \leq 0\), the third inequality follows by the Cauchy-Schwarz inequality, the fourth inequality follows from the \( L \)-smoothness of \( f \), and the last inequality follows since \( \eta \leq \frac{1}{L} \). Since \( \mu \)-strong convexity of \( f \) implies

\[ \mu \|x_k - x^*\|^2 \leq \langle x_k - x^*, \nabla f(x_k) - \nabla f(x^*) \rangle, \tag{7} \]

then combining (6) and (7) and simplifying one of the distance terms, we obtain the desired inequality. □

Building on this lemma, in the following theorem, we show that the PG algorithm attains a global linear convergence rate for sufficiently small step sizes. A consequence of this theorem, Corollary 2.3 shows that the iteration complexity of the PG algorithm grows linearly with the condition number \( Q \) of the problem.

**Theorem 2.2** Under Assumptions (A.1)-(A.2), the PG algorithm with step size \( 0 < \eta \leq \frac{1}{L} \) is linearly convergent satisfying

\[ F(x_k) - F(x^*) \leq \left( 1 + \eta \frac{\mu}{4} \right)^{-k} (F(x_0) - F(x^*)), \tag{8} \]

for any \( k \geq 1 \).

**Proof:** The difference in the function values of two consecutive iterations can be upper bounded as

\[ F(x_{k+1}) - F(x_k) \leq \eta \langle \nabla f(x_k), d_k \rangle + \eta^2 \frac{L}{2} \|d_k\|^2 + r(x_{k+1}) - r(x_k), \tag{9} \]

using the \( L \)-smoothness of \( f \). We then observe that

\[ \eta \langle \nabla f(x_k), d_k \rangle + r(x_{k+1}) - r(x_k) = -\eta \|d_k\|^2 - \eta \langle h_{k+1}, d_k \rangle + r(x_{k+1}) - r(x_k) \leq -\eta \|d_k\|^2, \tag{10} \]
where the equality follows by the definition $d_k = -\nabla f(x_k) - h_{k+1}$ and the inequality follows by the convexity of $r$. Using (10) in (9), we obtain
\[
F(x_{k+1}) - F(x_k) \leq -\eta ||d_k||^2 + \eta^2 \frac{L}{2} ||d_k||^2 \leq -\frac{\eta}{2} ||d_k||^2,
\]
since $\eta \leq \frac{1}{L}$. Using Lemma 2.1 in the above inequality, we get
\[
F(x_{k+1}) - F(x_k) \leq -\eta \frac{L}{4} ||d_k|| ||x_k - x^*|| \leq -\eta \frac{L}{4} (d_k, x^* - x_k),
\]
where the last inequality follows by the Cauchy-Schwarz inequality. This inner product can be rewritten as
\[
-(d_k, x^* - x_k) = \langle \nabla f(x_k) + h_{k+1}, x^* - x_k \rangle = \langle \nabla f(x_k), x^* - x_k \rangle + \langle h_{k+1}, x^* - x_{k+1} \rangle + \eta \langle h_{k+1}, d_k \rangle.
\]
We then consider the inner product term $\eta \langle h_{k+1}, d_k \rangle$ in the above inequality and rewrite it as
\[
\eta \langle h_{k+1}, d_k \rangle = -\eta ||d_k||^2 - \eta \langle \nabla f(x_k), d_k \rangle = -\eta ||d_k||^2 + \langle \nabla f(x_k), x - x_{k+1} \rangle.
\]
Using the $L$-smoothness of $f$, we can upper bound the RHS of the above inequality as
\[
\eta \langle h_{k+1}, d_k \rangle \leq f(x_k) - f(x_{k+1}) - \frac{\eta}{2} ||d_k||^2,
\]
since $\eta \leq \frac{1}{L}$. Using (14) in (13), we obtain
\[
-(d_k, x^* - x_k) \leq f(x^*) - f(x_{k+1}) + r(x^*) - r(x_{k+1}) + \frac{\eta}{2} ||d_k||^2 \leq F(x^*) - F(x_{k+1}),
\]
since $-\frac{\eta}{2} ||d_k||^2 \leq 0$. Using (15) in (11) and after simple algebra, we get the inequality in (8). $\square$

**Corollary 2.3** Under Assumptions (A.1)-(A.2), the PG algorithm with step size $\eta = \frac{1}{2}$ is guaranteed to return an $\epsilon$-optimal solution after at most $5Q \log \left( \frac{F(x_0) - F(x^*)}{\epsilon} \right)$ iterations.

### 3 Applications to Proximal Incremental Aggregated Gradient Method

The technique we present in Section 2 is applicable to analyze other algorithms that include a proximal step or an inexact proximal step. To illustrate this point further, we will next introduce the proximal incremental aggregated gradient method which is equivalent to an inexact PG method and derive novel iteration complexity results for its convergence.

When the loss function $f$ has an additive form, i.e., $f(x) = \frac{1}{m} \sum_{i=1}^{m} f_i(x)$, and each $f_i$ is $L_i$-smooth such that $f$ is $L$-smooth with $L = \frac{1}{m} \sum_{i=1}^{m} L_i$. In such large-scale optimization problems (with large $m$), computing the full gradient $\nabla f(x_k)$ at each iteration and therefore the PG method becomes costly [5]. Instead, a prevalent approach is to calculate a gradient with respect to a single loss function $f_i$ at each iteration and use the outdated gradients for the remaining loss functions. In particular, at each iteration $k$, we form an aggregated gradient $g_k = \frac{1}{m} \sum_{i=1}^{m} \nabla f_i(x_{\tau_{i,k}})$, where $\nabla f_i(x_{\tau_{i,k}})$ represents the gradient of the $i$-th component function sampled at time $\tau_{i,k}$. In this setup, the time delays in gradient computations are bounded, i.e., there exists an integer $K \geq 0$ such that $k - K \leq \tau_{i,k} \leq k$ for all $i \in \{1, \ldots, m\}$. Then, at each iteration $k$, the proximal incremental aggregated gradient algorithm takes a step along the approximate gradient descent direction $-g_k$ and apply the proximal mapping to this intermediate iterate, i.e., it takes the combined step $x_{k+1} = \text{prox}^\eta_g(x_k - \eta g_k)$. For this algorithm, using a similar methodology to Section 2 we obtain the following iteration complexity guarantee. The proof details can be found in [21] and [22].

**Theorem 3.1** The proximal incremental aggregated gradient algorithm with step size $\eta = \frac{16}{m} \left[ \left( 1 + \frac{1}{\mathcal{R}Q} \right)^{\frac{1}{m+1}} - 1 \right]$ is guaranteed to return an $\epsilon$-optimal solution after at most $49Q(K + 1) \log \left( \frac{F(x_0) - F(x^*)}{\epsilon} \right)$ iterations.
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